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Introduction 

• The Lanai electric grid has one of the highest penetration 

rates of PV generation in the world. 

– Lanai peak load = 4.7 MWAC 

– La Ola Solar Farm generation capacity = 1.2 MWAC 

• Interconnection requirements currently limit PV output to 

600 kW in order to prevent high ramp rates from cloud 

transients. 

• Sandia designed and installed an irradiance sensor network 

(Lanai Irradiance Network Experiment: LINE) to characterize 

spatial temporal irradiance patterns over the PV field. 



LINE Objectives 

• Design and deploy an autonomous, low-cost, low-

impact, and reliable irradiance and module 

temperature monitoring network at Lanai 

– Minimize impact on plant operations 

– Single point of connection (server connection) 

• Investigate how distributed sensors can be used 

to predict plant output characteristics 

– AC plant power output  

– Ramp rates 



Site Layout 

System Includes: 

16  POA Irradiance 

8    GH Irradiance 

3    Module Temp. 

5    Ambient Temp. 

 

Array power output 

data is added to the 

data stream 



Autonomous Sensors  

Inside array: Units mount to 

tracker frame without 

interfering with array 

operations 

Outside array: Units deployed 

on tripods and cabling to 

sensor locations attached to 

fencing 

System is 

independent 

from PV 

Array 



Data Characteristics 

• LINE data sampling rate of the entire sensor 

network is approximately 1.2 seconds (max) but 

values are recorded by data server every 1.0 sec 

– Results in repeated values. 

– 2-sec data would eliminate this problem 

– Sub-second sampling under development at NI 

• Plant Power Data frequency is more than 1.2 sec??  



RF Mesh Network Uptime - Good Connectivity 

Network Drop Counts Not Including Nodes 6, 9, &12
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Node 1 Node 2 Node 3 Node 4 Node 5 Node 7 Node 8 Node 10 Node 11 Node 13 Node 14 Node 15 Node 16 Node 17 Node 18

99.0 % Uptime level for 15 nodes 

99.9 % Uptime level for 15 nodes 

• 93 days of composite RF 

network drop counts for 15 

nodes with good connectivity 

 

• Desired 99.9% uptime 

threshold represents 60 

occurrences (~ 1minute) of 

data patching per day from 

previous sent values 

 

•Nodes 6 and 10 over the 

99.0% acceptable uptime 

(~10 minutes of data 

patching) on 6 days may be 

due to site activity 



RF Mesh Network Uptime - Issues 

Network Drop Counts For Nodes 6, 9, & 12 Only
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Node 6 Node 9 Node 12

99.0 % Uptime level for 3 nodes 

90.0 % Uptime level for 3 nodes 

• 93 days of composite RF 

network drop counts for 3 

nodes with transmit issues 

 

• Approximately half the days 

(42 of 93) exceed 

acceptable 99.0% uptime 

threshold  

 

• RF mesh network inability 

to dynamically compensate 

for Non-line-of-sight and 

array tracker orientation 

affects on transmission 

being investigated  



RF drop time-of-day 

and Tracker Orientation correlation 

• Node 6 Time-of-Day RF 

drops for 25 days overlaid 

with 2 days of tracker angle 

profiles   

 

• Most of Node 6 drops 

begin when tracker goes to 

west orientation  

 

• Network routing recording 

tools being acquired to 

analyze optimal antenna and 

router placements 



Temperature and Irradiance Sensor Noise  

• Few nodes experiencing  sporadic noise on temperature and irradiance 

channels mainly during morning hours 

• Equipment replacement and correlation to tracker motion affecting cable 

routing being investigated  



Modeling and Analysis Approaches 

• Characterize temporal and spatial patterns of 

irradiance 

– Visual inspection and animation 

• Examine dynamic behavior of irradiance and 

module temperatures 

• Predict PV output variability from irradiance 

network  



Characterize Temporal Patterns 

Source: http://www.nrel.gov/midc/la_ola_lanai/ 

Red = Global 

Green = DNI 

Blue = Diffuse 

 

Hard to find a 

clear day! 



Characterize Spatial Patterns 

Question:  How 

much of the spatial 

variability is due to 

sensor noise and 

repeated values? 

2 POA Sensors 

POA Sensor Network 



Module Thermal Response 
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• Irradiance changes much faster than module temperature. 

• Steady-state model (e.g. King et al., 2004) will not work. 

• Transient thermal modeling approaches will be applied.  

50 minute period shown 

Module  

Temperature 

Irradiance 



Prediction of PV Output  

from Sensor Network 

• Compare irradiance and plant AC power output 

– Single sensor 

– Network average irradiance for each second 

• Develop model on clear day and test on variable 

days. 

• Examine data from uncurtailed periods 

– Each of the 12 inverters are curtailed separately at 

50 kW. 

• If half the array is in dark and half in full sun, array 

will produce 300 kW not 600 kW. 



Plant Power vs. Irradiance: Clear Day 

• Uncurtailed power is nearly linear with spatially 

averaged irradiance on clear day. 

Red = Single Irradiance Sensors (5) 

Blue = Network  Average Irradiance 

Reference Fit 



Plant Power vs. Irradiance: Variable Day 

Red = Single Irradiance Sensor 

Blue = Network  Average Irradiance 



Plant Power vs. Irradiance: Prediction 

Temperature  

Effect? 

• Spatial average irradiance 

is a good predictor of plant 

power output. 

 

• At higher irradiance the 

apparent linear trend my 

deviate due to rising cell 

temperatures  



Summary 

• Sandia and SunPower have installed an 

irradiance network at Lanai La Ola PV Plant 

– Wireless, does not interfere with plant operation 

• Data issues have been identified and are being 

addressed 

– Communication drop outs, sensor noise, sampling 

rates…, etc. 

• Preliminary analysis suggests that spatial 

average irradiance is a good predictor of plant 

output. 






